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The molecular machines of life



The protein-protein interaction Cosmos



Vragen?



Haddock web portal 

• > 14000 registered users

• > 240000 served runs since 

June 2008

• > 44% on the GRID

De Vries et al. Nature Prot. 2010

Van Zundert et al. J.Mol.Biol. 2016



>10 years of serving the research 

community

Made possible via HTC resources 

provided by FP7 and H2020 

e-Infrastructure projects over the 

years



European Open Science Cloud

CC

Under EGI-Engage

The eInfrastructure landscape over the years



Virtual Research Community
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Sustained growth 

of our  user base
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Operational since >10 years

~2670 normalized CPU years over 2018
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enmr.eu VO grid jobs

End of 

WeNMR

funding

Start of 

EGI-Engage

Start of 

West-Life

End of 

eNMR

End of 

West-Life

Start of 

EOSC-Hub

End of 

EGI-Engage



Challenges & e-Solutions

§ Attract users!

§ Offer them top of the line eScience solutions 

for their research ... which means top of the 

line software



The WeNMR services portfolio



Challenges & e-Solutions

§ Attract users!

§ Offer them top of the line eScience solutions 

for their research ... which means top of the 

line software

§ Provide them training, tutorials and support



The WeNMR virtual research community

• Support center 

• Tutorials

• YouTube channel

• Many workshops …



Challenges & e-Solutions

§ Attract users!

§ Offer them top of the line eScience solutions 

for their research ... which means top of the 

line software

§ Provide them training, tutorials and support

§ Make their life easier



Single Sign On

18

• SSO Integration with European Open Science Cloud EGI CheckIn

Service in EOSC marketplace



User satisfaction

– User satisfaction ratings

• CS-ROSETTA2: 5.0 (from 5 respondent)

• DISVIS: 4.8 (from 28 respondents)

• HADDOCK: 4.9 (from 2522 respondents)

• POWERFIT: 4.7 (from 11 respondents)

• PRODIGY: 4.7 (from 410 respondents)

• SPOTON: 4.9 (from 56 respondents)



Challenges & e-Solutions

§ Attract users!

§ Access to e-Infrastructure



Resources

§ The WeNMR services have been in production since ~10 

years under various projects (eNMR, WeNMR, West-Life)

§ Access to resources formalized through a SLA agreement 

valid until 12/2020

• 60 million CPU hours (opportunistic access)

• 160 cloud CPU cores

• 250 TB storage



HTC resources

World-wide: Dec 2018 ~ 80’000 CPU cores from 17 sites



Challenges & e-Solutions

§ Attract users!

§ Access to e-Infrastructure

§ Develop software and maintain and operate a 

complex infrastructure



Containerization for running 

services



HADDOCK development’s highlights

25

• New beta version of the server 

https://haddock.science.uu.nl/services/HADDOCK2.4/

• Support for cryo-EM data1, cyclic peptides, etc.

Trellet et al., Protein-protein modelling using cryo-EM 

restraints, 2018, submitted

https://haddock.science.uu.nl/services/HADDOCK2.4/


Automated deployment of the HADDOCK server

26

Migration from local provisioning to provisioning via docker-compose

• Improves portability and development

• Separation of the different components

• Important configuration stored in docker compose file

• Easy to switch between development/production configuration

• Easy scaling by deploying to a docker swarm

• Used in HelixNebula pilot project

• User database• Web portal• Static content

• SSL



Harvesting GPGPU resources

through containerization



GPGPU, GRID-enabled web portals

http://milou.science.uu.nl/enmr/services/DISVIS/ http://milou.science.uu.nl/enmr/services/POWERFIT/



Software Provisioning

indigodatacloudapps/disvis

indigodatacloudapps/powerfit

Because of complex 

software dependencies we 

use docker containers

• Python2.7

• NumPy 1.8+

• SciPy

• FFTW3

• pyFFTW 0.10+

• OpenCL1.1+

• pyopencl

• clFFT

• gpyfft

And to avoid security issues 

on the grid side, udocker

from INDIGO



SOFTWARE/SCIENCE

MANWARE

HARDWARE

NETWORKING

SUPPORT

$$$$

SUMMARY SUCCESS FACTORS



Where are we going?



Which solution?



A bit of everything…



Thematic services under EOSC-Hub

§ Harvest transparently both 

§ DIRAC4EGI can handle both without the additional 

burden of managing the cloud VMs

§ We still have much more grid than cloud resources

§ HADDOCK portal as use case in Helix Nebula 

Science Cloud



The exascale challenge

Ø ~20’000 human proteins

Ø Hundreds of thousands of interactions

Ø Billions CPU hours and exabytes of data

Ø Need to make our software ready for it!

bioexcel.eu
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